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ABSTRACT

This study takes advantage of the available information for an example, well-known, site in Greece (TST site at Euroseistest) to illustrate the epistemic variability in probabilistic seismic hazard assessment (PSHA) estimates. The purpose is not to perform an exhaustive site-specific PSHA at this particular site, but to investigate the sensitivity of the results to the approach used for including site effects, from basic ones to more demanding and realistic ones, in order to better appreciate the “benefits” versus the required costs and efforts of each approach. The TST site, located at the center of the Mygdonian basin in North-Eastern Greece is characterised by soft shallow soils over thick, medium stiffness deposits with a complex underground geometry, resting on very hard bedrock. Three different levels are considered for the incorporation of site response, from level 0 (generic or partially generic) to site-specific ones, with linear (level 1) or non-linear (level 2) site response analysis. The basic methods rely on one or several site proxies (Vs30, Vsz and f0), whereas the most complex ones couple site response assessment (instrumental or numerical, implying site-specific characterization or instrumentaltion) with various reference rock hazard adjustments (single-station sigma, host-to-target adjustments, depth correction). Results are compared in terms of Uniform Hazard Spectra for a 5000 years return period, a typical value for critical facilities. For each level, the epistemic uncertainties are described and their impacts on hazard estimates are quantified. The use of the Vs30 proxy in ground-motion prediction equations (GMPEs) leads to a clear underestimation of the hazard for the linear case (i.e., short return periods), especially around the site fundamental period, because of resonance and basin effects. On the other hand, soil nonlinearity largely impacts the hazard estimates, and linear amplification approach leads to an overestimation of the hazard, with unrealistic high levels at very long return periods. Site-specific hazard estimates for thick, Euroseistest-like sites, with complex geometry and rheology, are thus shown to come up against several additional epistemic uncertainties implying a large approach-to-approach variability. This may lead to increased hazard estimates, counterbalancing the decrease due to the use of reduced, single-site aleatory uncertainty in reference rock hazard estimates. For the time being, it thus looks unrealistic to promise a systematic reduction in hazard estimates with site-specific studies, while it might also indicate that uncertainties in generic hazard estimates could presently be underestimated.
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INTRODUCTION

Several recent dramatic events drew the attention on the need to carefully reassess the very rare, high-impact, seismic hazard for large urban centers and critical facilities. Presently, the trend all over the world is to more and more rely on probabilistic approaches to estimate seismic hazard, aiming at determining ground-motion exceedance probabilities over future time windows. Past examples have shown that site effects can significantly amplify ground motions (e.g., in Mexico City during the 1985 Michoacán and 2017 Puebla earthquakes, see Sánchez-Sesma, 1998; Chávez-García & Bard, 1994; Çelebi et al., 2018; Galvis et al., 2018). Several authors have thus been working on the development of methods to estimate hazard curves
The Euroseistest site is located at the center of the Mygdonian sedimentary basin at about 30km to the North East of Thessaloniki in northern Greece (Fig. 1a). The Mygdonian basin has been extensively investigated within the framework of various European projects (Euroseistest, Euroseismod, Euroseisrisk, Ismod) and recently in an extensive benchmarking exercise on the numerical simulation of ground-motions (Maufroy et al., 2015, 2016, 2017). The basin is densely instrumented with surface accelerometers, as well as a vertical array with 6 sensors over 200 m depth at the central station of the basin TST. Stations are jointly maintained by ITSAK and AUTH. The accelerometeric recordings have been gathered and made available in a specific open access database (Pitilakis et al., 2013). The stations considered in the present study are located at the center of the Euroseistest basin, one at the surface, TST, and the other one at the bottom of the basin, TST_196 at 196 m depth (Fig. 1b).

**Instrumental Characterization**

This instrumental database has given rise to numerous investigations aiming at characterizing the site amplification with respect to the various possible reference rocks. The site amplification estimates may be found in Riepl et al., 1998; Raptakis et al., 1998; Ktenidou et al., 2015a; 2018 and Maufroy et al., 2017. These instrumental estimates depend on the used dataset, and also on the selected reference sensor (surface or downhole). The reference stations considered in the present study are either the PRO station,
### Table 1 - Generic, partially Site-Specific and Site-Specific Approaches for the integration of site effects into Probabilistic Seismic Hazard Assessment.

<table>
<thead>
<tr>
<th>Site Effects Estimation Method</th>
<th>Level 0</th>
<th>Level 0a</th>
<th>Level 0b</th>
<th>Level 1</th>
<th>Level 1a</th>
<th>Level 1b</th>
<th>Level 1c</th>
<th>Site-Specific Approaches</th>
<th>Level 2</th>
<th>Level 2a</th>
<th>Level 2b</th>
<th>Level 2c</th>
<th>Level 2d</th>
<th>Level 2e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of proxy in GMPEs. e.g. V$_{S30}$ measured or inferred, linear or nonlinear.</td>
<td>Level 0</td>
<td>Instrumental</td>
<td>Instrumental</td>
<td>Numerical</td>
<td>Mostly numerical, instrumental only if hundreds of recordings available at the site, spanning a wide enough level range</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Site effects by proxy in GMPEs and Amplification Factors. (e.g. SAPE (Vs,z/f)). Cadet et al., 2012a) Other proxies could also be included</td>
<td>Level 0a</td>
<td>Level 0b</td>
<td>Level 1a</td>
<td>Level 1b</td>
<td>Level 1c</td>
<td>Level 2a</td>
<td>Level 2b</td>
<td>Level 2c</td>
<td>Level 2d</td>
<td>Level 2e</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 2</td>
<td>Hybrid Method Based on disaggregation Cramer 2003 UHS Rock • AF(f)</td>
<td>Hybrid Method</td>
<td>Full Probabilistic Integration Based Method</td>
<td>Analytical approximation of the full convolution method</td>
<td>Classical PSHA with Site-Specific GMPE</td>
<td>Full Probabilistic Stochastic Method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Site-specific Bedrock (e.g. V$_{S} = 2600$ m/s)</td>
<td>Site-specific Bedrock (e.g. V$_{S} = 2600$ m/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Site Response Uncertainties</td>
<td>Aleatory</td>
<td>ϕ - No Additional Uncertainty</td>
<td>ϕ$<em>{S2S}$ or ϕ$</em>{SS}$ if available, No Additional Uncertainty</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epistemic</td>
<td>n/a</td>
<td>Various SAPE (f)</td>
<td>Uncertainty on 652Ss</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calculation of Soil Hazard</td>
<td>Classical PSHA</td>
<td>n/a</td>
<td>n/a</td>
<td>Approach 4</td>
<td>Approach 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>n/a</td>
<td>SAPE (f)</td>
<td>652Ss</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Prerequisite:**
- Rock hazard: Not Necessary
- Standard-rock V$_{S30}$ = 800 m/s: No
- Yes (Verify if included inside 652Ss residuals)
- Site-specific Bedrock: Site-specific Bedrock (e.g. V$_{S} = 2600$ m/s)
- Yes (If necessary)
- Total Standard Deviation (σ total) or σ$_{ss}$
- Single-station Standard Deviation (σ$_{ss}$)
- Different AF (Instrumental or Numerical), Soil Profiles, Degradation Curves, Propagation Codes, 1D, 2D or 3D Models.
outcropping on the valley edge, or the downhole TST\textsubscript{196} station at the bottom of the basin (Fig. 1b). We use the amplification estimates by Raptakis et al. (1998) and Ktenidou et al. (2015a, 2018). Besides, for the downhole sensor TST\textsubscript{196} station, located on hard rock, an analysis of the “κ” parameter characterizing the high-frequency decay is required. We use the values from Ktenidou et al. (2015b).

**Underground structure**

To perform a site-specific hazard assessment at Euroseistest, the geological, geophysical and geotechnical data at the site of interest are needed. Previous studies at Euroseistest provide a detailed soil profile, the geometry of the basin, the shear-wave velocity at both the bedrock and the surface, which allow to properly parameterise the soil properties. Given the uncertainties in such measurements, different velocity models have been proposed for the Euroseistest basin (e.g., Jongmans et al., 1998, Raptakis et al., 2000, Chávez-García 2000). For the present study, they have been condensed in a relatively simple profile consisting of a stack of horizontal layers (Fig. 2a) associated with simplified degradation curves (Fig. 2b) taken from Pitilakis et al. (1999). As shown in the shear-wave velocity profile (Fig. 2a), the Euroseistest basin is described by a soft-soil at the top of the basin (Fig. 2a), with an average shear wave velocity on the first 30 m of $V_{S30}=186$ m/s. At the bottom of the basin, a large impedance contrast between sediments and bedrock is identified, since the bedrock has a shear wave velocity of 2600 m/s at 196 m depth.

The different parameters required in the present study to model the soil profile are displayed in Table 2: $V_{S}$, shear wave...
velocity; \( V_p \), compressive wave velocity; \( \rho \), material density; \( Q_S \), anelastic attenuation factor; \( \varphi \): friction angle; \( K_0 \): coefficient of lateral earth pressure at-rest. Instrumental and numerical studies performed have shown a fundamental frequency \((f_0)\) around 0.6 - 0.7 Hz (Riepl et al., 1998; Raptakis et al., 2000; Maufroy et al., 2015, 2016 and 2017).

**PREREQUISITES FOR SITE-SPECIFIC APPROACHES**

If the reference rock considered in the site amplification is much harder than standard rock (e.g., if \( TST_{196} \) is considered), as the GMPEs currently used in PSHA are valid only for standard rock (~800 m/s), corrections must be applied to the UHS obtained to adapt it to hard rock conditions. Moreover, when site-specific approaches are considered, the variability (sigma) of the GMPE used to estimate probabilistic rock hazard may be reduced (Al Atik et al., 2010).

**Reference-rock issues**

At Euroseistest, the reference rock used to estimate site amplification \( AF(f) \) is located either at depth (sensor \( TST_{196} \), Fig. 1b) or on an outcrop (sensors STE or PRO, Fig. 1b). The \( TST_{196} \) location corresponds to a S-wave velocity of 2600 m/s (Tab. 2) which is much higher than the standard rock velocity around 800 m/s considered for rock condition in current GMPEs. If \( TST_{196} \) has been used to estimate the site amplification function, then the uniform hazard spectrum at 2600 m/s is required. The uniform hazard spectrum obtained for 800m/s with a GMPE must be modified using correction factors accounting for (1) a higher shear wave velocity, (2) different regional and local attenuation characterised through the high frequency attenuation factor, \( \kappa \), (Anderson & Hough, 1984); and (3) the effects of constructive and destructive interferences between upgoing and down-going waves, which are different at surface and depth (Cadet et al., 2012).

**Rock to Hard-rock corrections and implementation for \( TST_{196} \)**

There are actually very few GMPEs derived for hard-rock (e.g., Laurendeau et al., 2018), and the shear wave velocity validity range of most GMPEs does not exceed 1200-1500 m/s, due to lack of data on hard rock sites. In addition, it is generally accepted that

---

**Table 2 - Material properties of the Euroseistest soil profile (based on Raptakis et al., 1998).**

<table>
<thead>
<tr>
<th>Layer</th>
<th>Depth (m)</th>
<th>( Vs ) (m/s)</th>
<th>( Vp ) (m/s)</th>
<th>( \rho ) (kg/m(^3))</th>
<th>( Q_S )</th>
<th>( \varphi )</th>
<th>( K_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>144</td>
<td>1524</td>
<td>2077</td>
<td>14.4</td>
<td>47</td>
<td>0.26</td>
</tr>
<tr>
<td>2</td>
<td>5.5</td>
<td>177</td>
<td>1583</td>
<td>2083</td>
<td>17.7</td>
<td>19</td>
<td>0.67</td>
</tr>
<tr>
<td>3</td>
<td>17.6</td>
<td>264</td>
<td>1741</td>
<td>2097</td>
<td>26.4</td>
<td>19</td>
<td>0.68</td>
</tr>
<tr>
<td>4</td>
<td>54.2</td>
<td>388</td>
<td>1952</td>
<td>2117</td>
<td>38.8</td>
<td>27</td>
<td>0.54</td>
</tr>
<tr>
<td>5</td>
<td>81.2</td>
<td>526</td>
<td>2200</td>
<td>2151</td>
<td>52.6</td>
<td>42</td>
<td>0.33</td>
</tr>
<tr>
<td>6</td>
<td>131.1</td>
<td>701</td>
<td>2520</td>
<td>2215</td>
<td>70.1</td>
<td>69</td>
<td>0.07</td>
</tr>
<tr>
<td>7</td>
<td>183.0</td>
<td>2600</td>
<td>4500</td>
<td>2446</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*Water Table at 1 m depth. \( Vs \): shear wave velocity. \( Vp \): Compressive wave velocity. \( \rho \): soil density. \( Q_S \): Anelastic attenuation factor. \( \varphi \): Friction angle. \( K_0 \): Coefficient of earth pressure at rest.
Harder rocks are associated to smaller attenuation, which may affect significantly the high-frequency contents.

Several approaches have thus been proposed to adjust the ground motion predicted for standard rock to hard rock (e.g., Campbell, 2003; Al Atik et al., 2014; Laurendeau et al., 2018), generally referred to as “host-to-target adjustment” (HTTA) procedures. Their goal is to take into account any possible difference in source, propagation, and rock site conditions between the so-called host area with many strong motion data where GMPE can be developed (e.g., Western North America, or the Mediterranean area, or Japan), and the target site, using physics-based models such as the stochastic model presented in detail in Boore (2003). Detailed descriptions and critical discussions of pros and cons of each HTTA approach can be found in Bard et al. (2020). HTTA procedures most often combine shear wave velocity corrections (VSC) and high frequency attenuation correction or kappa corrections (KC). The target site here is the Euroseistest TST station at 196m depth.

- Shear wave velocity correction (impedance correction)

The TST_196 reference station is located on very hard rock at the bottom of the basin, with a shear wave velocity of 2600 m/s. The shear wave correction (VSC) is performed following the approach developed by Boore (2003) based on stochastic modeling of ground motion. A “crustal amplification function” $A(f)$ must be derived, directly linked to the crustal velocity profile $V_s(z)$ between the source depth and the surface. This amplification function ignores resonance phenomena and accounts only for the impedance ratio between the source at depth and the surface. The frequency dependence is established through the quarter wavelength approximation: for a given frequency $f$, the impedance to be considered is the average one down to a depth corresponding to a quarter wavelength. The velocity correction $VSC(f)$ is the ratio between the crustal amplification function associated to the velocity profile of the actual site (here $V_s = 2600$ m/s) and the crustal amplification function associated to a standard rock site with $V_{s30} = 800$ m/s:

$$VSC(f) = \frac{A(f(z))_{V_s=2600 \text{m/s}}}{A(f(z))_{V_s=800 \text{m/s}}} \quad \text{Eq. 1}$$

In practice, since the deep velocity profile is only rarely known, crustal amplification functions are often estimated on the basis of a family of “generic profiles” $V_S(z, V_{s30})$ which have a common velocity at large depth (3600 m/s beyond 8 km depth) and are parameterised according to the shallow velocity $V_{s30}$ (Boore & Joyner, 1967; Cotton et al., 2006). Figure 3a displays the amplification functions determined for the standard rock and the hard-rock sites, while Figure 3b shows the VSC correction obtained applying Eq. 1. This velocity correction factor must be applied directly to the Fourier spectrum corresponding to standard rock UHS. For further information on how to derive the crustal amplification functions the reader should refer to Boore (2003).

- High Frequency Attenuation Factor Correction ($\kappa$ correction or KC):

Anderson & Hough (1984) proposed that the shape of the Fourier acceleration spectrum at high frequencies could be generally described in Eq. 2.

$$A(f) = A_0 e^{-\pi f \kappa} \quad \text{Eq. 2}$$

Where $A_0$ is a constant that depends on source properties, epicentral distance, and other second order factors, $f$ is the frequency and $\kappa$ is the high-frequency attenuation factor or the spectral decay parameter of the Fourier amplitude spectrum. The value of $\kappa$ describes the systematic behavior of the spectral decay of S waves, related to the attenuation of such waves when propagating through the crust (regional attenuation) and when propagating upward just under the recording site. It is generally considered as the sum of terms, $\kappa = \kappa_0 + m R$, where the linear increase with epicentral (or hypocentral) distance $R$ is related to the regional characteristics of S-wave damping (at large crustal depth), while $\kappa_0$ is a site-specific term corresponding to the damping profile just under the site.

![Fig. 3 - Rock to hard rock corrections for TST site at Euroseistest. (a) Crustal amplification functions for a standard rock site ($V_s = 800$ m/s, blue) and for a hard-rock site ($V_s = 2600$ m/s, green). (b) The Shear Wave Velocity Correction (VSC) corresponding to the ratio between these two quarter-wavelength crustal amplification functions.](image-url)
Returning to HTTA, the host region and the target site may have different shear attenuation and therefore different $\kappa$ values. The distance dependent term is most often accounted for through the spatial decay coefficients and is often thought not to vary much between regions with a similar tectonic background. On the contrary, the site-specific term $\kappa_s$ is expected to vary strongly, and a high-frequency attenuation factor correction (KC) is often implemented in HTTA procedures. Currently, several methodologies describing how to account for $\kappa_s$ effects are available in the literature (Campbell, 2003; Cotton et al., 2006; Douglas et al., 2006; Van Houtte et al., 2011; Bora et al. 2013). The $\kappa_s$ correction performed here follows the methodology proposed by Al Atik et al. (2014), which is the most recent and quite widely used.

In principle, $\kappa_s$ should be known for both the host GMPE and the target site. In general, $\kappa_s$ is known for the target but not for the host. The host site is characterised by many recordings from different (rock and soft soil) sites without any special consideration for their high frequency decay. Therefore, this $\kappa_s$ correction (KC) may vary from one GMPE to another, as the average host $\kappa_s$ may vary from one strong-motion database to another. The $\kappa$ correction is therefore more complex than the VSC correction, the $\kappa$-scaling factors must be determined for each GMPE.

We follow the main steps of Al Atik et al. (2014) technique to generate $\kappa_s$ correction factors for UHS scaling at Euroseistest:

- Use the GMPE to predict the host response spectrum (RS) for a site with $V_{30}=800$ m/s. The response spectrum is determined for a scenario earthquake deduced from disaggregation at the Euroseistest site. Our disaggregation calculations show that the magnitude range contributing the most to the hazard at 5000 years return period is $M_w=5.5-7.5$, with the maximum of contributions around $M_w=6.5$, at distances up to 20 km (PGA and 0.2 second spectral period). Therefore, we generate a host response spectrum for a magnitude 6.5 at 10 km ($RS_{800}$).
- Calculate a Fourier amplitude spectrum ($FAS_{800}$) consistent with this response spectrum, $RS_{800}$, using inverse random vibration theory (IRVT) as implemented in the program Strata (Kottke & Rathje, 2008a, b).
- Multiply the host $FAS_{800}$ by the V$\kappa$ correction factors to obtain the Fourier amplitude spectrum of a rock with a $V_s=2600$ m/s, $FAS_{2600}$.
- Estimate $\kappa_s$ from the $FAS_{2600}$ based on the slope in the high frequency spectrum by fitting the Anderson & Hough (1984) $\kappa$ function (see Eq. 2).
- Apply $\kappa$ scaling by multiplying the host $FAS_{2600}$ by the following factor: (see Eq. 3).

$e^{-\pi f (\kappa - \kappa_h)}$  

Eq. 3

- Convert $\kappa$-scaled FAS to response spectrum using random vibration theory, to obtain $RS_{2600}$.
- Calculate the $V_s\kappa$ scaling factor for response spectrum by dividing the $\kappa$-scaled response spectrum ($RS_{2600}$) by the response spectrum at $V_{30}=800$ m/s ($RS_{800}$).
- Apply this scenario-specific correction factor to the UHS obtained at 800 m/s, to get the UHS at 2600 m/s.

For the study to be fully complete, uncertainties on the target and host kappa values should be tracked and quantified in order to estimate a median $V_s\kappa$ scaling factor with associated uncertainties for each GMPE. In the present example, for sake of simplicity, only single values were considered for $\kappa_s$ and $\kappa_h$. The target $\kappa_s$ value was estimated as $\kappa_s = 0.024$ s from Ktenidou et al. (2014), (2015b). The host kappa values have been estimated according to the above procedure (items 1 to 4) for different GMPEs. The results listed in Table 3 exhibit a significant variability in host-kappa values from one GMPE to another. These values are consistent with those found by Kottke 2017.

- Combined Vs- $\kappa$ Correction (VSC-KC):

Most often Vs and $\kappa$ scaling must be both performed. As shown in the previous section, we apply $\kappa$ correction after the Vs correction in order to avoid a bias on the final target kappa value. The decision of whether to apply first the $V_s$ correction and then the $\kappa$ correction or vice versa is not straightforward. We do not follow Al Atik et al. (2014) who propose to start with the $\kappa$ correction.

The Vs-$\kappa$ correction is obtained as the ratio between the VSC-KC corrected hard-rock response spectrum (Fig. 4a; red) for a given scenario (here $M_w=6.0$ and $R_{hyp}=10$ km), and the response spectrum on standard rock predicted by the GMPE for the same scenario (Fig. 4a; blue). The ratio in Figure 4b displays two main features: (1) a deamplification effect over the whole spectral period range, varying between 0.75 and 0.95, linked to the higher shear-wave velocity with respect to standard rock, (2) a short-period modulation of this deamplification [0.02-0.1 s] linked to the smaller kappa value, decreasing from $\kappa_s = 0.0395$ s for the Akkar et al. (2014 GMPE), to $\kappa_s = 0.0024$ s at the Euroseistest.

**Depth Correction Factor (DCF)**

The uniform hazard spectrum obtained with current GMPEs corresponds to a site at the surface. If the reference used for estimating the site amplification is located at depth, a depth correction is required to move the UHS from the surface to depth. In the present case, we applied the procedure proposed by Cadet et al., 2012a to account for the depth dependence of interferences between up-going and down-going waves. At

### Table 3 - Host kappa, $\kappa_s$, for different GMPEs and the considered scenario (MW=6.5, R=10 km)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Kappa Host ($\kappa_s$)</td>
<td>0.0366</td>
<td>0.0331</td>
<td>0.0353</td>
<td>0.0395</td>
<td>0.0312</td>
<td>0.0442</td>
<td>0.0321</td>
</tr>
</tbody>
</table>
the surface they systematically interfere constructively (free-
surface effect), while at depth they may interfere destructively
or constructively depending on the ratio between the depth and
the wavelength. This depth correction factor (DCF) is described
in the dimensionless frequency space as the product of two
frequency-dependent functions, C1 and C2 (Eq. 4).

\[
\text{DCF} = C1(f) \cdot C2(f) \tag{4}
\]

C1 (Eq. 5) is linked to the free surface and attenuation
effects, while C2 (Eq. 6) is linked with the destructive interference
effects mainly around the fundamental frequency. C2 is therefore
peaked at the fundamental destructive frequency \(f_{\text{dest}}\)
and characterised by a peak amplitude \(A\). The proposed functional
forms are a smoothed step (arctan) for C1, and Gaussian like for
C2 (see Cadet et al., 2012a for more details):

\[
C1(f) = 1 + \frac{B \cdot \arctan (f / f_{\text{dest}})}{\pi / 2} \tag{5}
\]

\[
C2(f) = 1 + (A - 1) \cdot e^{-\frac{-(f/f_{\text{dest}} - 1)^2}{(2\sigma)^2}} \tag{6}
\]

Following Cadet et al. (2012a), we use the generic values
for the correction of response spectra, i.e., \(A=1.8\), \(\sigma=0.15\),
and \(B=0.8\), while the frequency dependence is controlled by the
actually measured destructive frequency of the soil column
\(f_{\text{dest}} = \frac{V_S}{4H} = 0.7\) Hz, where \(H\) is the depth of the downhole
instrument and \(V_S\) the average velocity over that depth.

**Purely instrumental correction: use of site-specific residual
\((\delta_{\text{s2s,rock}})\)**

As explained in Bard et al. (2020), the availability of
numerous recordings at the rock reference sites allows to use
a purely instrumental correction, derived from the systematic
comparison of reference rock recordings with the GMPE
predictions. Also, as described in Al Atik et al. (2010), the
corresponding residuals \(\Delta_{es}\) (Eq. 7) can be decomposed in a
between-event term \(\delta B_e\) and a \(\delta W_e\) within-event term, where
subscripts e and s stand for event e and station s:

\[
\Delta_{es} = \delta W_e + \delta B_e \tag{7}
\]

Then, the within-event residual term, \(\delta W_e\) can be further
broken down into a site term, \(\delta S2S_s\), and a site-and-event
corrected residual \(\delta WS_{es}\) with zero mean, as follows:

\[
\delta W_e = \delta S2S_s + \delta WS_{es} \tag{8}
\]

Ktenidou et al. (2015a) performed this analysis and
calculated \(\delta S2S_s\) term at TST site using the Akkar et al. (2014)
GMPE, for various oscillator periods (Eq. 9 and Eq. 10). They
obtained the values listed in Table 4, separately for the surface
(TST_s) and downhole sites (TST_iw). For each site, the \(\delta S2S_s\)
term has been calculated either applying the GMPE with its
site term S based on the value of the \(V_{30}\) proxy (WIST), or
without its site term (WOST) with respect to standard rock
reference (\(V_{30} = 800\) m/s).

\[
\ln(Y) = \ln[Y_{\text{REF}}(M_w, R, SoF)] + \ln[S(V_{30}, PG_{\text{REF}})] + \varepsilon \tag{9}
\]
The corresponding “site-specific” $\Delta S_{2S_s}$ terms based on residuals are plotted in Figure 6a as a function of oscillator period (red curves). Residuals at the downhole site are negative when calculated with respect to standard rock (WIST, red dashed curve). Moreover, residuals are larger in the WOST case (dashed lines) than in the WIST case (negative for TST$_{196}$ and positive for TST$_{0}$). At this stage, site-specific residuals (Fig. 6a) and depth corrections (Fig. 5) cannot be compared, since the DCF correction should be combined with the VSC-KC correction before being compared with the residual approach.

**GMPE aleatory variability to be considered for the rock hazard**

In the case of the generic approach, if site effects are accounted for through a simple proxy (level 0 in Tab. 1), the rock hazard must be evaluated with the total variability predicted by the GMPE. However, the rock hazard (UHS$_{rock}$) may be estimated with a reduced variability when the site amplification is estimated specifically for the site under study (levels 1 and 2, Table 1, site-specific approaches, Al Atik et al., 2010).

**Breaking down sigma**

Traditionally, empirically based ground-motion prediction equations have been built based on the ergodic assumption, (Anderson & Brune, 1999; Abrahamson, 2012), meaning that the ground-motion variability evaluated from a database with multiple sites and source-to-site paths is applicable to describe ground-motion variability at another site. However, when the site amplification is well characterised, this ergodic standard deviation may be replaced by a “single-station” standard deviation ($\sigma_{ss}$) estimated using the site-specific residuals at the site (e.g., Rodriguez-Marek et al., 2011, 2013).

The total standard deviation of a GMPE ($\sigma$) is usually split into between-event ($\tau$) and within-event ($\phi$) variability (e.g., Al Atik et al., 2010):\[
\sigma = \sqrt{\phi^2 + \tau^2} \tag{Eq. 11}
\]

Where $\sigma$, $\tau$, and $\phi$ are, respectively, the standard deviation of the $\Delta e_s$, $\delta B_e$, and $\delta W_e$ residuals (Eq. 7). The within-event variability $\phi^2$ may be in turn considered as the sum of two components, $\phi^2_{S2S_s}$ and $\phi^2_{SS}$, where $\phi_{S2S_s}$ is the standard deviation of $\Delta S_{2S_s}$ and characterises the site-to-site variability of the mean site residuals, while $\phi_{SS}$ is the
standard deviation of the within-event residual term ($\delta W_{\epsilon}$), i.e., the variability of the site amplification around $S_{2S_2}$. The total standard deviation can thus be expressed as:

$$\sigma = \sqrt{\phi_{2S_2}^2 + \phi_{SS}^2 + \tau^2}$$  \hspace{1cm} \text{Eq. 12}$$

When the site term is estimated in a site-specific way (including the associated epistemic uncertainties), the total sigma may be replaced by the smaller, “single-station” sigma, which does not have to account for the site-to-site variability:

$$\sigma_{SS} = \sqrt{\phi_{SS}^2 + \tau^2}$$  \hspace{1cm} \text{Eq. 13}$$

In such a case, the site-specific uniform hazard spectrum, $UHS_{site-specific}(T)$, can be derived by adjusting the “reference” UHS obtained with the single-station variability with the site-specific amplification factor $AF_s$, as follows:

$$UHS_{site-specific}(T) = UHS_{\phi_{SS}(GMPE)}(T) \cdot AF_s(T)$$  \hspace{1cm} \text{Eq. 14}$$

### Application to Euroseistest: Single-station variability

Table 5 lists the value of $\phi_{SS}$ for the two locations TST$_0$ and TST$_{196}$, as derived by Ktenidou et al. (2018) from weak to moderate motions recorded at these stations (PGA < 1 m/s$^2$). These within-event variabilities are compared to the total standard deviation $\phi$ in the GMPE Akkar et al. (2014), as well as to the average $\phi_{SS}$ value proposed by Rodriguez-Marek et al. (2013) from an analysis of a large database of ground-motions from different regions (California, Switzerland, Taiwan, Turkey and Japan), which may be used as a default value when no site-specific estimate is available. Figure 6b displays these $\phi_{SS}$ values with respect to the oscillator period. These single-station variabilities are much lower than the AA14 total within-event standard deviation, over the whole period range at TST$_0$ and mainly at short to intermediate periods for TST$_{196}$. They are also generally smaller than the 0.45 average value proposed by Rodriguez-Marek et al. (2013), except at long periods for TST$_{196}$. These rather large $\phi_{SS}$ values at TST$_{196}$ might be related with the relatively limited dataset over which these statistics could be derived (limited range in magnitude and distance of events). The recordings used correspond only to low-to-moderate magnitude events, with a site response always in the linear domain (see Ktenidou et al., 2018, and Bard et al., 2020, for more details). Nonetheless, several past studies suggest that $\phi_{SS}$ from strong motion data tends to be smaller than $\phi_{SS}$ from weak motion data (Abrahamson & Sykora, 1993; Toro et al., 1997). Using these single station sigmas at Euroseistest will lead to a reduction of hazard, with respect to hazard calculated with the total sigma. As the $\phi_{SS}$ values might be overestimated at long periods (above 1.0 s), these hazard estimates may be considered as upper bounds.

### Reference-Rock Hazard Estimates at Euroseistest

This section presents the UHS estimated at the downhole reference site TST$_{196}$ for a 5000 year return period, with a discussion of the respective impacts of the single-station sigma, the rock-to-hard rock correction and the depth correction. All the PSHA computations (for rock and generic sites as well, level 0a) were performed with the OpenQuake engine which is now widely used worldwide probably because of its free availability and of its various characteristics as presented in Pagani et al. (2014).
The impact of different within-event variabilities on the hazard curves is displayed in Figure 7. Hazard curves are evaluated at an outcropping standard rock with $V_{S30} = 800$ m/s, (i.e., a virtual reference site located at the same coordinates as TST$_0$ and TST$_{196}$) for different oscillator periods, considering alternatively the total sigma in the Akkar et al. (2014) GMPE, or a single-station sigma including the within-event variability evaluated by Ktenidou et al., 2015a, 2018 as well as Rodriguez-Marek et al. (2013). Figure 8a displays the corresponding UHS for a 5000 year return period. As expected, the hazard decreases with decreasing $\phi_{ss}$ values. Using the default $\phi_{ss}$ value (0.45), this decrease is about 20 – 25% at 5,000 year return period, while it may reach up to 40 % at some intermediate periods with TST$_{196}$ $\phi_{ss}$ values. The high TST$_{196}$ $\phi_{ss}$ values at long periods lead to a significantly smaller decrease, especially around 1 s. The variability between UHS obtained with default and site-specific $\phi_{ss}$ values is somehow limited and is generally around 10%. Considering default values derived from larger data sets may be a viable option on the safe side.

### Impact of single-station within-event sigma on hazard estimates (Standard rock 800m/s)

The impact of different within-event variabilities on the hazard curves is displayed in Figure 7. Hazard curves are evaluated at an outcropping standard rock with $V_{S30} = 800$ m/s, (i.e., a virtual reference site located at the same coordinates as TST$_0$ and TST$_{196}$) for different oscillator periods, considering alternatively the total sigma in the Akkar et al. (2014) GMPE, or a single-station sigma including the within-event variability evaluated by Ktenidou et al., (2015a, 2018) as well as Rodriguez-Marek et al. (2013). Figure 8a displays the corresponding UHS for a 5000 year return period. As expected, the hazard decreases with decreasing $\phi_{ss}$ values. Using the default $\phi_{ss}$ value (0.45), this decrease is about 20 – 25% at 5,000 year return period, while it may reach up to 40 % at some intermediate periods with TST$_{196}$ $\phi_{ss}$ values. The high TST$_{196}$ $\phi_{ss}$ values at long periods lead to a significantly smaller decrease, especially around 1 s. The variability between UHS obtained with default and site-specific $\phi_{ss}$ values is somehow limited and is generally around 10%. Considering default values derived from larger data sets may be a viable option on the safe side.

In all site-specific calculations that follow, the $\phi_{ss}$ values indicated in Table 5 derived from Ktenidou et al. (2015a) will be used.

### Table 5 - Values of total ($\phi$) and within-event ($\phi_{ss}$) variabilities considered in this study.

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>$\phi$</th>
<th>$\phi_{ss}=0.45$</th>
<th>$\phi$ (TST$_0$)</th>
<th>$\phi$ (TST$_{196}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.6201</td>
<td>0.2509</td>
<td>0.353</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.6215</td>
<td>0.2787</td>
<td>0.376</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.6266</td>
<td>0.266</td>
<td>0.363</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.6622</td>
<td>0.2647</td>
<td>0.319</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.667</td>
<td>0.2249</td>
<td>0.368</td>
<td></td>
</tr>
<tr>
<td>0.13</td>
<td>0.6789</td>
<td>0.1724</td>
<td>0.266</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.6796</td>
<td>0.2107</td>
<td>0.265</td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>0.6645</td>
<td>0.2021</td>
<td>0.215</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.6599</td>
<td>0.1953</td>
<td>0.183</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>0.6512</td>
<td>0.2145</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.6652</td>
<td>0.2065</td>
<td>0.218</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.6744</td>
<td>0.2469</td>
<td>0.497</td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>0.6787</td>
<td>0.1698</td>
<td>0.603</td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>0.7254</td>
<td>0.1569</td>
<td>0.518</td>
<td></td>
</tr>
<tr>
<td>3.00</td>
<td>0.7254</td>
<td>0.1569</td>
<td>0.518</td>
<td></td>
</tr>
<tr>
<td>4.00</td>
<td>0.7254</td>
<td>0.1569</td>
<td>0.518</td>
<td></td>
</tr>
</tbody>
</table>

*a) (b) (c)
The next step is to apply the corrections to transfer this single-station hazard from standard outcropping rock to a downhole hard-rock with $V_{S30} = 2600$ m/s.

Application of site residual

The first and simplest way is to apply the TST$_{196}$ site-specific residual according to:

$$UHS_{hard\ rock}(T) = UHS_{rock}(\sigma_{ss}, V_{S30}=800\ m/s) \cdot e^{\delta S2S_{TST196}(T)}$$

Eq. 15

where $\sigma_{ss}$ and $\delta S2S_{TST196}$ are GMPE dependent.

The results are displayed in Figure 8b for the Akkar et al. (2014) GMPE. The UHS at deep hard rock station TST$_{196}$ are obtained by scaling the UHS on standard rock estimated with single station sigma ($\phi_{ss}$, KA15, Tab. 5), with the site term $\delta S2S_{TST196}$ estimated with respect to Akkar et al. (2014) GMPE (Tab. 4). The correction is significant, especially at short periods (amplitudes on hard rock twice as low as on standard rock, in the period range 0.05 to 0.2 s).

One might question the reliability of the $\delta S2S_{TST196}$ values as they are derived from weak motion observations with PGA$_{rock} < 0.1$g, and used to scale a UHS with much larger accelerations. However, the likelihood of a nonlinear behaviour on rock sites is very low and is usually neglected, so that weak motion residuals may be considered representative also for much stronger motion.

Table 6 shows the impacts in terms of hazard reduction of the single station sigma correction and the $\delta S2S$ correction, expressed in % at three spectral periods (PGA, 0.20s, 1.0s), together with their range over the whole period range. The single station sigma effect correction is stronger than the $\delta S2S$ correction, among the studied periods.

UHS scaling for down-hole hard-rock TST$_{196}$

Application of shear-wave velocity and depth corrections

Another way to obtain the UHS on hard rock is to apply $\kappa$ and shear-wave velocity corrections (VSC-KC), as well as depth correction (DCF) to the UHS on standard rock. The UHS on outcropping standard rock is estimated with Akkar et al. (2014) GMPE, either using total sigma $\sigma$ (Fig. 9, in black), or using single-station $\sigma_{ss}$ values as proposed by Ktenidou et al., 2015a. Blue: hard outcropping rock ($V_{S30} = 2600$ m/s) with single station sigma ($\sigma_{ss}$) and VSC-KC correction; Magenta: hard rock at depth using the site residual ($\delta S2S_{TST196}$); Green: hard rock at depth ($V_{S30} = 2,600$ m/s) with single station sigma ($\sigma_{ss}$) and VSC-KC-DCF corrections. Impacts of the various corrections, expressed in %, are listed in Table 6 for three spectral periods (PGA, 0.15s, 1.4s).
(red). Then, by applying VSC-KC and DCF corrections to the UHS on standard rock, the UHS on deep hard rock may be obtained (magenta). To understand the relative effects of the VSC-KC and DCF corrections, the UHS corrected with VSC-KC only is also displayed (blue), while the corresponding values for three different periods are listed in Table 6.

The depth correction is stronger than the VSC-KC correction among all period ranges. The short period range is associated mainly to $\kappa$ effect (Fig. 4a) which somehow “boosts” the short period and counterbalance the VSC effect, resulting in a very small VSC-KC correction. The intermediate period range (between 0.5 and 1.5 s) is associated to the destructive interference effects at depth (Fig. 5). Combined, these two corrections result in hazard reductions between [8-45]% among all periods, that are approximately equal to the hazard reductions corresponding to the consideration of single station sigma $\sigma_{ss}$ instead of total sigma $\sigma$ [12-45]% (Fig. 8a).

**Comparison between both approaches**

The UHS at TST site, located on hard rock at depth, is thus obtained either applying VSC-KC and DCF corrections to the UHS on standard rock (magenta curve in Fig. 9) or by applying site residual scaling (green). The UHS obtained through these two different methods are rather close. The site residual correction ($\delta_{S2S}$) lead to slightly larger values than the VSC-KC-DCF correction over most of the period range. The average difference is about 23% , but it reaches a factor of 2 around 1.0 s as a consequence of the destructive interference effects at depth ($f_{dest}$ in the C2 correction). However, these relative differences remain relatively small compared to the overall correction from the outcropping standard rock (black and red curves) to the hard-rock down-hole location (magenta and green curves). At short and intermediate periods, the spectral accelerations obtained on hard rock at depth are much lower than the accelerations on outcropping standard rock (e.g. [0.66 – 0.87] g compared with [1.5-2.5] g at 0.2s). At long periods (larger than 1.0 s), the reduction in acceleration is lower.

As a conclusion, for this particular Euroseis example, the reduction on rock hazard estimates is mainly due to single-station-sigma corrections ($\phi_s$) and to depth corrections (DCF), with smaller contributions of the host-to-target corrections (HTT, i.e. VSC-KC), because of the relatively large $\kappa$ value at hard rock ($\kappa_i = 0.024$ s). Single-station-sigma corrections and depth corrections are comparable in the short to intermediate period range, while at long periods the largest reduction comes for the reduced aleatory variability. The total reductions are very significant (up to a factor of 3 at some periods) and emphasise the importance of a careful assessment of the reference rock in site-specific hazard assessment studies. However, these conclusions might be different for another site (for instance with a hard-bedrock with a smaller $\kappa$ value), and could also be modulated would the epistemic uncertainty be considered in the different steps. One might question also the use of single-station variability UHS rock spectrum when using the Cadet et al. (2012a) depth correction, since the latter is mainly a generic correction tuned on the site-specific fundamental destructive frequency $f_{dest}$: part of the differences between magenta and green curves in Figure 9 might be related to this variability issue.

### ESTIMATION OF SITE-SPECIFIC SURFACE HAZARD

The various approaches to include site effects into PSHA are now applied to the Euroseistest TST site, starting with generic or only partially site-specific approaches (level 0), and going on with site-specific approaches involving first a linear (level 1) and then a non-linear (level 2) site response (Tab. 1). For each approach, details are provided about their practical implementation and the associated issues, and the results are discussed and compared.

#### Level 0 - Generic or Partially Site-Specific Approaches

The site effects are accounted for in an average and approximate way through one or several site proxies.

#### Level 0a – use of site proxies in GMPEs

This is the simplest (and most widely used) approach, which consists in assuming that the actual amplification at the site of interest can be reasonably approximated by the site term of the GMPEs used in the hazard estimation. In other words, the specific response of the site under study is assumed to be satisfactorily captured by the average site amplification of all stations in the GMPE

---

**Table 6 - Impacts in terms of hazard reduction of the various corrections, expressed in %, at three spectral periods (PGA, 0.20s, 1.0s), together with their range over the whole period range.**

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>0.01 (PGA)</th>
<th>0.2</th>
<th>1.0</th>
<th>[0.01-4.0]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>5.2.1 Application of site residual</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single Station Sigma (SSS)</td>
<td>28%</td>
<td>40%</td>
<td>12%</td>
<td>[12-41] %</td>
</tr>
<tr>
<td>DCF Site Residuals ($\alpha_{DCF}$)</td>
<td>29%</td>
<td>26%</td>
<td>18%</td>
<td>[9-36] %</td>
</tr>
<tr>
<td>SSS &amp; DCF</td>
<td>57%</td>
<td>65%</td>
<td>30%</td>
<td>[23-71] %</td>
</tr>
<tr>
<td><strong>5.2.2 Application of shear-wave velocity and depth corrections</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single Station Sigma (SSS)</td>
<td>28%</td>
<td>40%</td>
<td>12%</td>
<td>[12-41] %</td>
</tr>
<tr>
<td>VSC-KC</td>
<td>18%</td>
<td>16%</td>
<td>7%</td>
<td>[3-18] %</td>
</tr>
<tr>
<td>DCF Cadet et al., 2012b</td>
<td>21%</td>
<td>18%</td>
<td>45%</td>
<td>[8-45] %</td>
</tr>
<tr>
<td>SSS &amp; VS-KC &amp; DCF</td>
<td>67%</td>
<td>74%</td>
<td>64%</td>
<td>[18-75] %</td>
</tr>
</tbody>
</table>
strong-motion database exhibiting similar values of the site proxy. It should be noted that this approach ignores virtually almost all the site-specific information, especially if the site proxy has only a limited physical relevancy. Such an averaging over many sites therefore results in a relatively imprecise and generic assessment of the hazard, associated to a relatively large site-to-site variability, which must therefore be estimated with the full aleatory variability of the GMPEs. Nevertheless, as the hazard is computed on a specific site, another option could be to follow the approach proposed in Abrahamson et al. (2019), i.e. considering a non-ergodic GMM (such as Kotha et al., 2020 and Weatherill et al., 2020) with full consideration of the epistemic uncertainties on the non-ergodic source, path and site terms. Such non-ergodic GMMs were unfortunately not yet available for North-Eastern Greece at the time of the present study.

The most common proxy used to describe site conditions in GMPEs is the shear wave velocity of the top 30 meters, $V_{s30}$. Other proxies in use are the fundamental frequency, $f_0$ (very rarely used as a continuous parameter), the site class (based on $V_{s30}$ and/or $f_0$ ranges), and the depth at which the shear wave velocity first exceeds a given threshold, for instance 1.0 km/s or 2.5 km/s ($Z_{1.0}$ and $Z_{2.5}$, respectively). Some GMPEs use a combination of two proxies (e.g., $V_{s30}$ and $Z_{1.0}$) in view of capturing different characteristics of the site amplification. The depth proxies ($Z_{1.0}$, $Z_{2.5}$) are usually not considered as a single site proxy in a GMPE, but they are used complementarily with $V_{s30}$ in order to account for the site amplification due to deep sediments in general, also improperly called “basin effects”.

Eight GMPEs are used here: the four active shallow crust GMPEs selected for the SHARE European Model (Akkar & Bommer 2010, AB10; Cauzzi & Faccioli 2008, CF08; Chiou & Youngs 2008, CY08; Zhao et al. 2006, ZA06), and their updated versions (Akkar et al., 2014, AA14; Cauzzi et al., 2014, CA14; Chiou & Youngs 2014, CY14), except for Zhao et al. (2006). The NGA2 model, Boore et al. (2014) (BA14), was also considered. The standard rock and soil hazard curves were calculated at the surface site TST$_{0}$ for three different spectral periods (PGA, 0.2s and 1.0s) using $V_{s30}=186$ m/s.

The hazard curves calculated at TST site are displayed in Figure 10, for standard rock ($V_{s30}=800$ m/s) and for $V_{s30}=186$ m/s, the actual TST$_{0}$ site proxy value, and for three different oscillator periods (PGA, 0.2 and 1.0 s). The dispersion of hazard estimates is much larger on soil than on rock, for probabilities of exceedance (POE) lower than 0.1 over 50 years (return periods larger than 475 years). The epistemic uncertainty associated to the GMPE selection is much larger for soft sites than for (standard) rock sites. This variability has thus been quantified as the ratio between the largest and the lowest accelerations among the 8 values predicted by the GMPEs (See Tab. 7, for 0.1 and 0.01 probability of exceedance over 50 years). The dispersion in general increases with the return period and decreases with increasing soil stiffness.

This dispersion is due to the diversity of site terms from one GMPE to the other. Figure 11, shows the ratios obtained by dividing the acceleration predicted on soil by the acceleration predicted on rock for the same return period ($S_{a_{rock}} / S_{a_{soil}}$). For AB10, CF08,
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ZA06 and CA14, these ratios remain mostly constant and above 1.0, whatever the hazard level. These GMPEs predict linear behavior with systematic amplification at all return periods (all acceleration levels) and for the three spectral periods. On the other hand, for AA14, CY08, CY14 and BA14, the ratios decay with increasing return period (increasing level of acceleration) for the three different spectral periods. These models include a nonlinear component in the site term (as shown for instance in Eq. 10 for the AA14 case). The large impact of the GMPE selection on soft soil hazard curves is thus mainly due to the variability of the GMPE site terms: some of them are only data driven, others are partially constrained by 1D numerical simulations.

This simple test demonstrates the high level of epistemic uncertainty linked with the site term in the generic PSHA approach, drawing the attention on the large differences between linear and non-linear models. One immediate conclusion is that hazard studies for soil sites should include a careful analysis of their site terms, to ensure that the whole range of epistemic uncertainties is captured.

However, as the goal of the present study is mainly methodological to illustrate the sensitivity of site-specific PSHA to the selected approach, and not to achieve a complete site-specific PSHA study at Euroseistest, we will limit the rest of the paper to the use of one single GMPE. The comparison in Figure 11 indicates that the AA14 GMPE can be considered a good choice, since it lies in the middle of other models, while also involving a non-linear site amplification model. Another advantage is that its standard deviation $\sigma$ is separated in between event ($\tau$) and within-event terms ($\varphi$), which is a requirement for using single-station sigma ($\sigma_{SS}$) in PSHA calculations. Moreover, this GMPE was in the short list of equations selected for crustal earthquakes in the GEM project (Stewart et al., 2015).

Finally, using the selected AA14 GMPE, the hazard disaggregation at TST rock site is performed for the 5000 year return period at three different spectral periods (PGA, 0.2 s and 1.0 s, see Annex A in the Electronic Supplementary Material). The results indicate a major contribution from magnitudes $M_w=\{6.0-7.0\}$ and short distances ($R_{hyp}=\{0-20\}$ km). This information will be used whenever (magnitude, distance) pairs that contribute most to the hazard are required for some site-specific approaches.

**Level 0b – A posteriori modification of the site term using a “SAPE”**

This approach requires a further methodological step with respect to Level 0a. The simple site amplification term embedded in GMPEs may be considered as a first-order model for the target site response, but some additional site-specificity can be included to improve its description. An independent site correction factor can be applied as a post-processing to the rock uniform hazard spectrum (UHS). In other words, the idea is to estimate the hazard curve on rock and handle the site term through specific Site Amplification Prediction Equations (SAPEs). The SAPE concept was introduced by Cadet et al. (2012a, b) to allow the estimation of site amplification to be fully independent of the GMPE derivation, thus avoiding any possible trade-off with source or path terms. In principle, in the long run, the use of SAPEs could allow to account also for other kinds of site effects, such as surface or subsurface geometry (aggravation factors for topography or basin effects, see Chavez-Garcia & Faccioli 2000; Riga et al., 2016 or Boudghene-Stambouli et al., 2018), or nonlinear effects (Derras et al., 2020), in a more physical - though still simplified - way than what is currently proposed in most recent GMPEs.

Amplification factors were derived by Cadet et al. (2012a, b) from the recordings at a large number of Japanese KiK-net sites.
corrected to be normalised with respect to a standard rock, and correlated with some sets of site parameters to establish “stand-alone” site amplification factors. SAPEs have been developed considering different proxies: the travel-time average S-wave velocities over the top z meters ($V_{SZ}$, with z = 5, 10, 20 and 30 m), and the fundamental frequency $f_0$. The SAPEs were calculated for each individual proxy ($V_{S5}$, $V_{S10}$, $V_{S20}$, $V_{S30}$, $f_0$) and for all proxy pairs ($f_0$, $V_{SZ}$). The correlation between the considered pairs ($f_0$, $V_{SZ}$) and the amplification factors were derived in the dimensionless frequency ($f/f_0$) domain. The best performance in predicting site amplification was obtained with the pair $V_{S30}$ - $f_0$, while the best single parameter proved to be $f_0$ and $V_{S30}$, in agreement with a few other studies (Luzi et al., 2011).

Some recent papers consider more elaborated site proxies (Derras et al., 2016; Bougdhene-Stambouli et al., 2017; Bergamo et al., 2020, 2021), but they have not been considered for the present methodological study as the corresponding functional forms, derived using a neural network approach, are much more complex. They are however a serious option for any site-specific study, and this kind of machine learning tools will certainly allow significant improvements in the near future.

The UHS on soil can be obtained from the UHS on standard rock as expressed in Eq. 16, where the $j$ index stands for the various expressions of SAPEs proposed in Cadet et al. (2012b), depending on the used proxies.

$$UHS_{soil}(T) = UHS(T)_{(VS30=800 \text{ m/s})} \cdot SAPE_j(T)$$ Eq. 16

The different site proxies required for the application of the SAPE approach are therefore $V_{S5}$, $V_{S10}$, $V_{S20}$, $V_{S30}$, $f_0$, and their values at Euroseistest are, respectively, 144, 153, 170 and 186 m/s, while the fundamental frequency is 0.7 Hz. The corresponding SAPEs are shown in Figure 12a. They do exhibit some variability, which however remains smaller than the dispersion obtained by applying different GMPEs (Fig. 11 and Tab. 7), even when considering only linear GMPEs.

As expected, the amplification factor is maximum at the fundamental frequency $f_0$. It reaches 4.8 for the SAPE based on the ($f_0$, $V_{S30}$) pair (which is selected in the following for comparative purposes as it was identified as the best performing pair), while it is 3.6 for the ($f_0$, $V_{SZ}$) pair. The resulting UHS on soil are displayed in Figure 12b, together with the standard rock reference, and the UHS obtained with $V_{S30}$ of 186 m/s accounted for in the GMPE (generic approach, see section on level 0a). The SAPE approach results in significantly larger hazard estimates at the surface (e.g. 4-5g rather than 2-3g at 0.1s). Such values are very high, probably too high, and are due to the non-consideration of non-linear site response by Cadet et al. (2012b). This should certainly be corrected in the future; however, one may notice that even for weaker motion whether the soil behavior can be considered essentially linear, GMPEs predict less amplification than SAPEs, especially around the fundamental period, because their $V_{S30}$ basis does not allow to account for resonance phenomena.

**Level 1: site specific, linear**

**Quick overview**

The term “site-specific” implies that the site is well characterised (i.e., knowledge of the velocity profile, of the geotechnical parameters, of the 2D or 3D underground structure, among others) and/or it is equipped with instruments that provide high quality recordings, so that the actual site amplification can be estimated either in a purely instrumental way, or with numerical simulation. Level 1 approaches are the simplest “site-specific” approaches where the site amplification can be applied as a post-processing since the site response is considered linear (i.e., independent of the rock motion level). This is generally the
case of stiff/hard materials mostly with linear elastic behavior, or soft materials with elastoplastic nonlinear behavior under weak ground-motion only. However, this is not the case of Euroseistest, corresponding to a soft soil in a rather active area, where non-linear site response is expected at moderate to long return periods. Such linear results are shown here mainly for a methodological purpose, to illustrate how the site-specific results can vary depending on the approach.

Under linear site response assumption, the surface hazard may be computed with the hybrid probabilistic method, which consists in multiplying the UHS on rock by the linear amplification function (Eq. 17), $A^{\text{lin}}_{\text{sw}}(f)$ (Equivalent Approach 1 or Approach 2, NUREG 6728):  

$$UHS_{\text{soil}}(f) = UHS_{\text{Rock}}(f) \cdot A_{\text{lin}}^\text{lin}(f)$$  

Eq. 17

There are several variants of this approach, depending on the location and nature of the reference site (requiring or not some corrections for rock stiffness or location at depth), the way the site amplification is estimated (instrumental or numerical), and the spectral domain (Fourier or response spectra) where it is estimated.

**Level 1a – Linear Site Response with Site-specific Residual scaling (Response spectrum domain)**

As indicated in the above section dealing with “hard-rock” corrections, sites with a large enough number of ground-motion recordings offer the possibility to estimate their site–specific amplification through their site-specific residuals $\delta S^2 S_s$, and the associated standard deviation $\phi_{ss}$ with respect to the GMPE used to determine PSHA. Such a site-specific bias ($\delta S^2 S_s$) may then be used to correct the GMPE predictions for the site under consideration. Furthermore, the replacement of a generic estimate by a site-specific estimate, may allow, in principle, to replace the total within-event residual standard deviation ($\phi$) by the single-station within-event variability ($\phi_s$) of the site. This latter possibility should however be considered with caution as detailed below.

As mentioned previously, there are two possibilities to estimate a site residual for a given GMPE: either with respect to the motion prediction including the site term (“WIST”), or without it (“WOST”), i.e., with respect to standard rock conditions. The UHS at the soil surface ($TST_0$) can thus be obtained in two different ways:

- **Case 1 (WIST):**

  The UHS predicted on soil with the site characteristics (here $V_{50} = 186$ m/s), $UHS_{\text{soil}}(\phi_{ss}=186 \text{ m/s})$ must be corrected with the site residual $\delta S^2 S_{TST_0, \text{WIST}}(T)$  

  $$UHS_{TST_0}(T) = UHS_{\text{soil}}(\phi_{ss}=186 \text{ m/s}) (T) \cdot e^{\delta S^2 S_{TST_0, \text{WIST}}(T)}$$  

  Eq. 18

Note that in this case (Eq. 18), the reference hazard is computed with the full variability ($\alpha$) of the GMPE and not the single station one ($\alpha_{ss}$). The site term in AA14 GMPE includes a linear and a non-linear component, which are calibrated on the sole basis of the generic proxy $V_{530}$. The $\delta S^2 S_{TST_0, \text{WIST}}$ correction is ground-motion independent and based on weak motion data only (Ktenidou et al., 2015a, 2018), therefore only the linear site term can be considered as site-specific, while the non-linear dependence remains generic. Therefore, the site-to-site variability to be considered should in principle be somewhere between the full variability and the single-station one. Nevertheless, as the available information for the used GMPE is insufficient to clearly distinguish the respective parts of variability due to linear and non-linear components, and as the latter is very significant for the large return period considered here, we decided to stay on the safe side by considering the full variability associated to a generic site term.

- **Case 2:**

  The other option is to correct the UHS predicted on standard rock, with the site residual $\delta S^2 S_{\text{TST_0, WOST}}(T)$:  

  $$UHS_{TST_0}(T) = UHS_{\text{Rock}}(\phi_{ss}=800 \text{ m/s}) (T) \cdot e^{\delta S^2 S_{TST_0, \text{WOST}}(T)}$$  

  Eq. 19

In the present case (Eq. 19), it is acceptable to estimate the reference (standard rock) hazard with the single station variability ($\alpha_{ss}$). In this case, the site response for standard rock conditions may be considered as only linear, so that the correction with the WOST residual may be considered as fully site-specific. The values of the site residuals $\delta S^2 S_{TST_0}$ (WIST and WOST cases) can be found in Table 4, and the values of the within-event variability $\phi_{ss}$ in Table 5 (Fig. 6b). The WIST and WOST amplification factors are plotted in Figure 6a as a function of frequency. The successive steps to follow for the WIST and WOST cases are detailed in Figure 13a and Figure 13b respectively and the corresponding amplification functions are shown in Figure 14a. The obtained UHS$_{\text{soil}}$ are displayed in Figure 15b (red for WIST, green for WOST) where they can also be compared with level 0a and 0b results shown on Figure 15a. The accelerations obtained with WOST residual scaling are larger than the accelerations obtained with a WIST residual scaling, despite the consideration of smaller single-station sigma, mainly because of the inclusion of a strong non-linear site response term in the AA14 GMPE, while the $\delta S^2 S_{TST_0, \text{WOST}}$ site residual assumes de facto a linear site response.

**Level 1b - Linear Site Response Analysis with Instrumental AF(f)**

The site-specific amplification function, $A^{\text{lin}}(f)$, may be obtained instrumentally in different ways:

- Comparing recordings at the site with recordings from a nearby “reference” site, through the Standard Spectral Ratios (SSR) technique introduced by Borchert (1970). This technique is usually applied in the Fourier domain, and evaluates the instrumental “Fourier transfer function”. In the present case we used the SSR derived from Euroseistest accelerometric data (Raptakis et al., 1998), considering the outcropping, standard-rock reference station (PRO) located on the northern valley edge (see Fig. 1b).
Fig. 13 - Procedures to obtain the site surface UHS for: (a) Level 1a, Case 1 WIST, the Amplification Function is available in the response spectra domain with respect to standard-rock condition; (b) Level 1a, Case 1 WOST, the Amplification Function is available in the response spectra domain with respect to soil condition; (c) Level 1b, the Amplification Function is available in the Fourier domain with respect to standard-rock condition; (d) Level 1b, the Amplification Function is available in the response spectrum using site residuals, with respect to hard-rock conditions at depth: the UHS on standard rock needs to be corrected ($V_s-\kappa$ and depth) before applying the site amplification factor; (e) Level 1c, the amplification function is computed numerically with respect to the down-hole site. (Modified from Rathje et al., 2005).
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By generalised inversion techniques (GIT) involving a network of regional stations providing the site term with respect to one particular or a set of reference stations. Such techniques also generally operate in the Fourier domain. We did not use this approach in the present case, considering that previous comparisons have shown a good agreement between GIT and SSR techniques when the reference is the same (e.g., Andrews 1986; Riepl et al., 1998).

Using local site-residual (Eq. 20), as described in the previous level 1a section. This technique is similar to the GIT technique, except that it is in the response spectrum domain. We consider here the difference of “WOST” site residuals, between TST₀ and TST₁₉₆:

\[
AF(f) = e^{δS₂₅₆TST₀,WOST(f) - δS₂₅₆TST₁₉₆,WOST(f)} \quad \text{Eq. 20}
\]

The amplification functions obtained with the SSR and the site residual techniques are displayed in Figure 14b as a function of frequency. Their overall shapes are similar, but they cannot be directly compared since they correspond to two different spectral domains and two different reference stations.

- The higher AF values at low and high frequencies for the site-residual approach results from its operation in the response spectrum domain, where the low frequency asymptote is related to amplification on peak displacement, while the high-frequency asymptote is related to amplification on...
PGA. Both peak values are sensitive to amplification in other frequency bands, so that they may be significantly larger than 1.0. Conversely, in the Fourier domain, the PRO to TST$_0$ Fourier transfer function is very close to 1.0 at low frequency: wavelengths are too long to see any difference between PRO and TST$_0$ underground conditions. And it is below 1.0 at very high frequency because of the effects of damping in the 200 m thick sedimentary deposits.

- Similarly, the slightly lower amplification of the TST$_0$ / TST$_{196}$ residual ratio around the 0.7 Hz fundamental frequency, comes from the inherent smoothing of the response spectrum approach, even though the reference rock is harder than for the PRO to TST$_0$ Fourier transfer function.

The site amplification relying on SSR technique is provided as a Fourier transfer function. The rock UHS must thus be first converted into a rock Uniform Hazard Fourier Amplitude spectrum (UHFAS), then the site amplification can be applied in the Fourier domain, and at last it is necessary to come back in the response spectrum domain. These conversions from the response spectrum domain to the Fourier domain, and vice versa, are performed using the Inverse Random Vibration Theory (IRVT) and the forward random vibration theory (RVT) (Campbell 2003; Al Atik et al., 2014). These techniques presented in the above section dealing with $V_s$-$\kappa$ corrections are applied here for the same scenario event and with typical duration values. The successive steps to follow are detailed in Figure 13a. In the residual approach, as the site amplification is provided in the response spectrum domain, it must be applied directly to the hard-rock UHS. When needed, $V_s$-$\kappa$ and depth corrections must similarly be applied to the UHS on standard rock to obtain the UHS on hard rock (Fig. 13d).

The resulting UHS at 5,000 years are shown in Figure 15b (SSR based in blue, residual based in magenta). They exhibit much larger differences than the corresponding amplification functions (Fig. 14b), because of large differences in the reference rock UHS. The site residual approach leads to much lower values than the approach based on SSR, over the whole period range. Both reference rock corresponds to single-station PSHA estimates, however one is an outcropping standard rock (in the case of AF(f) based on the SSR technique), the other is a deep hard rock site (in the residual approach). As shown in Figure 9, the latter is much smaller than the former.

**Level 1c – Linear Site Response Analysis with Numerical AF(f)**

The amplification function can be also estimated numerically. Here we only considered the 1D ground response, but the same approach could be used with 2D or 3D simulation codes, as done by Chavez-Garcia et al. (2000), Makra et al. (2016) or Maufroy et al. (2015, 2016, 2017). The linear 1D response has been computed using the time-domain code NOAH (Nonlinear Anelastic Hysteretic finite difference code, Bonilla, 2000), applied here in the linear domain with the velocity profile indicated in Figure 2, and considering outcropping hard-rock reference conditions (as usually done in numerical modelling techniques). The site amplification is thus provided here in the Fourier domain (as in level 1b, Fig. 13c), which requires again a swap from the response spectrum domain to the Fourier domain. The procedure is illustrated in Figure 13e. The single-station sigma standard-rock UHS response spectrum is first corrected for $V_s$ and kappa. The resulting response spectrum is transformed in the Fourier
domain using IRVT (Al Atik et al., 2014), multiplied by the Fourier transfer function corresponding to the linear response of the 1D soil column, and then the surface response spectrum is derived from site surface Fourier spectra using forward RVT.

The level 1c 1D numerical transfer function is displayed in Figure 14c. The linear Fourier transfer function cannot be compared simply with the instrumental one in Figure 14b, since the reference is not the same: the instrumental AF is estimated with respect to outcropping rock (PRO station), while the linear numerical AF is estimated with respect to hard rock (TSTdef). Nevertheless, the well separated resonance peaks in the numerical transfer function show that 2D and 3D effects are indeed ignored in the 1D approach. Such peaks can be identified also in the surface response spectrum displayed in Figure 15b (dark green curve). The UHS obtained is lower than the SSR-based level 1b UHS (blue) and higher than the residual-based level 1b UHS (magenta). The amplitudes are approximately comparable to the approach 1a based on residuals (site residual $\delta S2S_{TST, Worm}$ light green). Most of the differences between the various approaches come from the reference hazard (within or outcropping conditions, standard or hard-rock).

**Level 2: site specific, non-linear**

Euroseistest is characterised by soft deposits and the site response is expected to be non-linear at least for long return periods. The amplification function $AF(f)$ thus depends not only on the reference rock motion level $S_r(f)$, but also on the details of the time-history (e.g., its phase content) which partly controls the strain values. A given absolute level at site surface may be reached for different rock reference motion (corresponding to different return periods and/or different earthquake scenarios) and amplification levels corresponding to different non-linear site response. A full probabilistic estimate at soft sites should then couple the analysis of rock hazard and the distribution of conditional site amplification.

Following Bazzuro & Cornell (2004a, b), several approaches have been proposed to account for non-linear site response in probabilistic site-specific hazard calculations. They are labelled as sublevels 2a to 2e in Table 1, which all involve an analysis of non-linear site response. They are briefly presented in this section. A nonlinear analysis could in principle be performed on an instrumental basis only, however it is not possible at Euroseistest since there are no recordings of strong enough motion. The non-linear site response is thus accounted for only with numerical simulation tools (NOAH and SHAKE codes), which are briefly presented. An overview is then given of the principles of the five “level 2” methods mentioned in Table 1, but only two of them could be applied here and give rise to specific results for Euroseistest.

**Non-linear site response at Euroseistest**

The nonlinear computations used here are detailed in Aristizabal et al. (2018b), a study dedicated to the comparison of two fully probabilistic site-specific approaches (levels 2b and 2c). Their basis is thus only shortly summarised; the interested reader should refer to Aristizabal et al. (2018a, b) for more details.

We consider only 1D, 1-component site response analysis. Recent benchmarking studies (Stewart et al., 2008; Régnier et al., 2016b, 2018) recommend the use of several non-linear codes to better capture the associated epistemic uncertainty, however we have applied only one fully nonlinear code, the NOAH (Nonlinear Anelastic Hysteretic finite difference code, Bonilla, 2000) time-domain code. Our goal is not to propose a complete site-specific PSHA study at Euroseistest, but to illustrate how much the hazard results depend on the approach selected. Nonetheless, a linear equivalent approach (SHAKE, Schnabel et al., 1972) has also been considered for methods 2b and 2c.

The low-strain parameters of the soil column are described in Figure 2 and Table 2 (same as in level 1c). The non-linear parameters have been defined through the G/Gmax degradation curves and, when needed, the strength profile has been derived from the friction angle $\phi$ and $K_v$ (coefficient of earth pressure at rest) values, according to the user manual (Bonilla 2000). The computations were performed using the actual soil profile, with a reference motion being specified for hard-rock ($V_{S30} = 2600$ m/s), outcropping conditions. The corresponding rock hazard therefore includes only the VSC-KC corrections, without the depth correction (DCF).

**Approaches for including non-linear site response in Site-specific PSHA**

To perform a site-specific PSHA, there are two main approaches. The hybrid approach (level 2a) combines a probabilistic approach for the reference rock hazard and a deterministic approach for the site amplification, conditioned by the level of rock hazard. The fully probabilistic approach, first introduced by Cramer (2003), implies the convolution of a non-linear, rock-motion dependent, site-amplification function having its own distribution, with the hazard curve on rock. Several methods have been proposed for the practical implementation of this convolution.

- **Hybrid approach**

This approach is formally the same as the one considered in level 1c, except that the (deterministic) site amplification is tuned to the reference rock hazard level as follows (Eq. 21):

$$HS_{\text{site}} = UHS_{\text{Ref,Rock}(\text{Surface, Borrough})} \cdot AF_{\text{Instrumental, Numericals}}(f, S_r) \quad \text{Eq. 21}$$

The non-linearity of the site response is accounted for, but not its variability associated to the sensitivity to details (phase) of the input rock time series. The resulting surface spectrum can no longer be considered as a uniform hazard spectrum associated to the return period of the rock reference. The exceedance probabilities may differ from one oscillator period to another because of the non-linear energy transfer process, and the replacement of a convolution by a simple multiplication may change the exceedance probability. The examples investigated in Bazzuro & Cornell (2004b) indicate that this hybrid method tends to be non-conservative at all frequencies
and for all return periods. Nonetheless, this hybrid approach is widely used by the engineering and scientific community (called Approach 1 or Approach 2 in NUREG 6728).

The procedure is similar to level 1c, with one difference: the site response is nonlinear, and the NOAH code operates in the time domain. Acceleration time series compatible with the UHS reference rock spectrum must be used. We have selected ten real accelerograms corresponding to the scenario events (Mw=6.0-7.0 and Rhyp=[0-20] km, see Annex A), and tuned them to the VSC-KC corrected UHS spectrum using the iterative procedure used in Causse et al. (2014): the original Fourier phase spectrum of the real accelerograms is kept unchanged to capture the actual nonstationarity, while the Fourier amplitude spectrum is iteratively adapted to optimally match the target response spectrum.

The average amplification function is obtained in the Fourier domain (Fig. 14d), according to (Eq. 22):

$$T F(f) = \frac{<FAS_{\text{site}},(f)>}{FAS_{\text{rock}},(f)}$$

Eq. 22

where the symbol <> stands for the geometrical average of the Fourier spectral ratios over the selected time series i. The amplification obtained is significantly reduced with respect to the linear case, especially in the high frequency range. The resulting average transfer function is displayed in Figure 14d and its corresponding surface response spectrum is displayed in Figure 15b. This method predicts the lowest amplitudes among the different method implemented (up to 1.0 s). The UHS obtained is close to the UHS level 1a, relying on a residual scaling with site term (WIST), the method that accounts for non-linear behavior in a generic way.

- Full Probabilistic Integration Based Method

Cramer (2003) and Bazurro & Cornell (2004b) were the first authors to propose and implement a method to account for site effects in a fully probabilistic framework. This method, corresponding to level 2b, is named here the Full Probabilistic Integration Based Method and is equivalent to Approach 3 in NUREG 6728. The site amplification function is convolved with the hazard on rock, as follows:

$$H C_{\text{soil}}(Z) = \int_{0}^{\infty} P\left[Y \geq \frac{1}{\lambda} \right] f_x(x) dx$$

Eq. 23

where HC means hazard curve, i.e. annual probability of exceedance as a function of soil hazard level $Z=S_o(t)$; $x$ is rock hazard, $x=S_r(t)$; $Y$ is the input dependent site amplification $Y=AF(f, S_r)$ and $P(Y)$ its distribution conditioned by the rock motion level; $f_x(x)$ is the probability density function (pdf) of $S_r(t)$. Most codes currently used to calculate PSA do not include this feature. The OpenQuake engine (http://www.globalquakemodel.org) would need to be modified to include such a tool. We did not apply this method to Euroseistest.

- Level 2c – Full Convolution Analytical Method (AM)

Bazurro & Cornell (2004b) proposed to replace the numerical convolution process (Eq. 23) by an analytical one making use of a closed form solution. Several assumptions are required:

i. The median amplification function $AF(f, S_r)$ can be described by a piece-wise linear dependence on the rock motion $S_r$ (in a log-log scale at every frequency);
ii. Its variability can be described by a lognormal distribution,
iii. The rock hazard can be represented locally (around the return period of interest) by a power law dependence on hazard level.

Such an approach is very appealing since it offers several advantages:

i. The amplification due to site effects is considered as an a posteriori correction to the hazard calculations.
ii. The full probabilistic meaning of the hazard curve and UHS is respected.
iii. The calculations of the hazard curve on soil are very simple and with low computational demand.

The implementation of this method in Bazurro & Cornell (2004b) indicate that such assumptions are acceptable. Nonetheless, Aristizabal et al. (2018) have shown that for the Euroseistest site, the non-linearity is too strong at intermediate to large return periods. Some terms in the closed form solution get unrealistically large values, using either the nonlinear code NOAH or the equivalent linear SHAKE code (Schnabel 1972). This happens whenever the ground acceleration saturates because of limited strength. Aristizabal et al. (2018) have shown that the method is not adapted to soft deposits at Euroseistest.

- Level 2d – Classical PSHA with Soil Specific Attenuation Equation

Bazurro & Cornell (2004b) proposed to simply tune the GMPE used in the hazard calculation. The GMPE is turned into a site-specific GMPE by replacing its generic site term by a specific one tuned to the site-specific, non-linear numerical simulations, as follows:

$$\ln S_{a_{\text{soil}}}(f) = \ln S_{a_{\text{rock}},l}(f) + \ln(\text{AF Site-specific}(f))$$

Eq. 24

This approach is equivalent to approach 4 in NUREG 6728 (McGuire et al., 2001); it was applied by Papastiliou et al. (2012b). In the Euroseistest case, the reference rock is much harder than the site conditions accounted for in most GMPEs and the rock GMPE should be first corrected for rock hardness. Although this could be achieved with the $V_{S-K}$ corrections, it was not applied here as it is not yet implemented in the OpenQuake engine, used for PSA computations.

- Level 2e – Full Probabilistic Stochastic Method

Aristizabal et al. (2018) proposed to account for site response in PSHA in a fully probabilistic way, combining Monte Carlo sampling and time series simulations. Rather than integrating frequency-magnitude distributions as in classical PSA, a very long earthquake catalog is generated from the source model with the Monte Carlo method. A stochastic point-source approach (Boore, 2003), that provides synthetic time histories on rock for every earthquake in the catalog, is combined with a 1D numerical site
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response code to propagate the time histories from depth to surface. The hazard curve is then established from simple statistics on the synthetic ground-motions at the soil surface. Two site response codes are used, an equivalent-linear (SHAKE91, Schnabel et al., 1993) and a non-linear code (NOAH, Bonilla, 2001) to illustrate the large uncertainty associated to this step.

There is one step in the method that was difficult to tackle, the tuning of the source and path parameters required by the Boore (2003) stochastic point-source approach. The synthetic hazard curve obtained on rock, directly from the exceedance rates of stochastic time histories, should fit the hazard curve on the reference rock obtained applying classical PSHA (application of GMPE, Akkar et al. (2014), as well as $V_s\cdot \kappa$ corrections). More details are provided in Aristizabal et al. (2018).

The calculations were performed for three spectral periods: PGA (0s), 0.2 s and 1.0 s. For the 5,000 year return period, the resulting hazard values are 0.4, 0.45 and 0.65 g when using the linear equivalent approach (SHAKE), and 0.2, 0.65 and 0.7 g when using a fully non-linear simulation code (NOAH). These values actually correspond to the mean NL “saturation” levels provided by the extensive 1D NL site response simulations, illustrated in Figure 12 of Aristizabal et al. (2018). These results also show that the saturation is reached for input motion levels with return periods lower than 5000 years for the reference hard rock (see Fig. 9). The saturation thus corresponds to the vertical asymptote of the site-surface hazard curves, and it must be emphasised that such asymptotes are extremely sensitive to the constitutive law adopted for the soft soils: The epistemic uncertainty associated to NL 1D site response is very large.

These hazard values are indeed significantly lower than those obtained with the hybrid level 2a approach (Fig. 14b), although both results were obtained with the same fully NL code (NOAH). We cannot propose yet definitive explanations for this apparent inconsistency. Nevertheless, the response of NL systems is known to be highly dependent both on the frequency content of the excitation and on its phase properties. The stochastic simulations used as input in Aristizabal et al. (2018) are characterised by a random phase, while the real signals considered here are non-stationary and have non-random phase properties. We consider that these phase properties of the input motion might be the origin of the large differences, in agreement with the results by Causse et al. (2014), who find a much lower variability of NL 1D site response for random phase signals compared with real signals. When considering the NL response plots in Figure 12 of Aristizabal et al. (2018), one can notice the upper bound of the saturation levels is slightly higher than the mean values indicated above, i.e., 0.5, 0.6 and 1.0 g for SHAKE, and 0.2, 0.7 and 1.0 g for NOAH, for spectral periods PGA, 0.2 and 1.0 s, respectively. These values are also indicated with specific symbols at the corresponding spectral periods in Figure 15b.

**DISCUSSION**

The hazard results obtained at Euroseistest are summarised in Figure 16. The uniform hazard spectra obtained for soil following different methodologies are superimposed in Figure 16a to the uniform hazard spectra obtained for different rock references. These results have been obtained at one unique location, nonetheless their analysis leads to a few key conclusions that may be of interest for any site-specific hazard assessment.

All the analysis is based on a single GMPE (AA14), which was selected as an acceptable choice since it predicts levels that correspond to the average acceleration considering the eight models selected. Besides, the AA14 GMPE is a relatively recent GMPE with a clear separation between-event ($\zeta$) and within-event ($\varphi$) aleatory variability terms, which are fundamental for this study. Moreover, this GMPE was in the short list of equations selected for crustal earthquakes in the GEM project (Stewart et al., 2015). Nevertheless, an interesting exercise could be to replicate this study with other GMPEs to validate the findings, i.e. the important approach-to-approach uncertainty observed whatever the ground motion model.

The variability obtained, with the use of one single GMPE, for the UHS on rock (in grey) comes mainly from the consideration of a full or reduced aleatory variability, and from the characteristics of the reference rock (velocity and attenuation, within or outcropping motion conditions). At 0.1s, the amplitude varies between 0.8 and 1.5g. The variability obtained on soil, including the soft soil response, is significantly enlarged, e.g. the amplitude varies between 1.1 and 4.0 g at 0.1s. This increase of the hazard variability on soil with respect to rock was observed after applying the generic PSHA approach with different GMPEs (level 0a, see the corresponding section). While the variability on rock is mostly related to the reference rock properties (shear-wave velocity, kappa, outcropping or within motion), the variability on soil is also related to the selected method to derive the site-specific hazard (method-to-method variability).

This study provides some hints on the main elements controlling the variability of hazard estimates at the soil surface (Fig. 16b). The most striking one is the type of soil behavior, linear or non-linear. As expected, the linear approaches predict systematically larger hazard values (in magenta) than methods that consider nonlinear behavior (in green), especially at short periods. The difference in the results between linear and nonlinear methods is particularly exacerbated at Euroseistest because of the presence of very soft soils at shallow depth, and of a thick alluvial deposit with a large impedance contrast at large depth. For large input motion, shear strains reach large values over the whole soil column, resulting in significant to large damping, which “kills” the reverberation phenomena and the associated resonances.

At the Euroseistest TST station, the hazard estimates accounting for nonlinearity are thus much lower than hazard estimates relying on linear amplification. Such reduction of hazard might be expected for most sites with thick and soft deposits in highly active seismic areas. The consideration of linear amplification could be appropriate for short return periods in seismic zones with moderate to low activity. Nevertheless, for large return periods (or even for intermediate return periods in highly seismic zones such as at Euroseistest), ignoring nonlinearity leads to an overestimation of the hazard, with unrealistic high
levels. Site-specific studies accounting for nonlinear site response is thus highly recommended. In most cases, nonlinearity can be evaluated with numerical simulations only as there are very few sites with a large enough number of strong events recordings. The uncertainty related to the choice of the non-linear code needs to be addressed. The recent benchmarking exercises on nonlinear simulation codes (e.g., Stewart et al., 2008; Régnier et al., 2016b, 2018) have demonstrated that the numerical estimates of nonlinear site response are associated with a significant amount of epistemic uncertainty, which increases with the input motion level. We did not consider this particular kind of epistemic uncertainties in the present study.

The results show that the 1D numerical linear amplification function (red line in magenta zone, Fig. 16b) underestimates the hazard estimates obtained with linear instrumental functions. It strongly suggests that 2D/3D effects are present and significant, as shown in Maufroy et al. (2016, 2017), and that they do impact the instrumental data but cannot be captured with a simple 1D wave propagation model. 2D/3D simulation tools, or at least 2D/3D aggravation factors (Riga et al., 2016; Boudghene-Stambouli et al., 2018; Kristek et al., 2018; Moczo et al., 2018) should be used to derive more realistic estimates of $A(f)$. They have not been considered here to avoid too many complexities, but their results would probably be similar to those obtained with instrumental estimates of $A(f)$. Even though such basin effects are certainly affected by soil non-linearity, they might remain significant at low frequencies, where damping effects are less important and 1D non-linear simulations considered in level 2 approaches may have an underestimation bias. 2D/3D non-linear simulation codes do exist and are used by several groups and companies, but one must keep in mind that they have never been cross-checked by any benchmarking exercise, and that it is likely that the associated model uncertainty is higher than the one associated to 1D nonlinear codes (see Régnier et al., 2016, 2018). A simple solution on the safe side would be to apply the linear 2D/1D or 3D/1D aggravation factors (Moczo et al., 2018) to the results of 1D nonlinear numerical simulation.

Amongst the generic approaches, the level 0b approaches using site terms based on more than one proxy (here $f_0$ and $V_{S30}$ proxies,) lead to a significantly larger hazard than if considering only the $V_{S30}$ proxy in the GMPE (level 0a, see Fig. 12b and Fig. 15a). The SAPE does not account for nonlinear behavior, while the selected GMPE does account for it in a generic way (especially in the short period range). The cumulated effects of low values of both $f_0$ and $V_{S30}$ proxies lead to larger (linear) amplification in the SAPE case than the sole effect of a low $V_{S30}$ considered in most GMPEs (including AA14). This explains the differences at long periods, where moreover nonlinear effects are not expected to be significant. It is therefore recommended to develop other multi-proxy SAPEs including non-linear terms, such as for instance in Régnier et al. (2016a) or Derras et al. (2020).

The approaches using site residuals may lead to very different results depending on the way the site residuals are computed, i.e., whether the GMPE site terms are considered or not (WIST or WOST). Such differences reach factors up to 3 (see Fig. 14a) with the AA14 GMPE, and come primarily from the non-linear
site term in AA14. The δS2Ss residuals are estimated mainly from weak to moderate motion recordings, and thus correspond to linear site response residuals. When they are estimated with respect to rock motion, their application to much stronger motion does not take into account the changes in site response due to non-linear behavior. Conversely, when they are estimated with respect to the "generic site" motion, their application to much stronger motion combines the linear, site-specific part, and the non-linear, generic site term embedded in the GMPE. The impact of non-linearity for the present thick, soft site is so large that the WIST approach considering full sigma leads to much lower hazard than for the WOST approach considering single-station sigma.

Our aim is to understand the impact of some methodological choices on the hazard estimates, we did not perform a complete hazard study for the Euroseistest site. A complete hazard study would require the consideration of several GMPEs, with the associated GMPE-specific HTT adjustments, and the consideration of the epistemic uncertainty associated to each site amplification AF(f), for each site-specific approach. For instance, numerical estimates of AF(f) (or transfer function TF(f)) should include the variability associated to uncertainties in soil characteristics (velocity and damping profiles, non-linear properties), and to simulation codes as well (1D-2D-3D, various implementations of non-linear behavior, which were shown to imply an uncertainty factor of at least a factor ± 50% during the PRENOLIN Benchmark, Régnier et al., 2016b, 2018). Instrumental estimates of AF(f) or TF(f) derived from any acceptable technique (site-to-reference spectral ratio, site residual, generalised inversion, etc.) should also include the event-to-event variability. Most probabilistic hazard software do not yet include all the corresponding tools, so that it should be performed through dedicated, post-processing codes. Nevertheless, we consider that a proper accounting for these additional epistemic uncertainties would not drastically modify the approach-to-approach variability that is obtained in this study.

**LESSONS FOR SITE-SPECIFIC HAZARD STUDIES**

Site-specific hazard calculations aim to provide improved hazard estimates at well-characterised sites. The differences between the "generic" site terms included in state-of-the art GMPEs and site-specific site response may have different physical origins, related to the poor characterization of a site with a single proxy (most often the "shallow" parameter $V_{S2Ss}$). A single proxy cannot simultaneously properly account for 2D or 3D geometrical effects, the impedance contrast with the local deep bedrock, and the non-linear properties of the site material. Moreover, the site-specific estimates of site response and the hazard on rock can be decoupled only if the site-response is linear and without any dependence on source characteristics (e.g., azimuth or depth).

At present, there is an overall consensus in the engineering community to neglect source characteristics, but to account as much as possible for soil non-linearity. As only the most recent GMPEs are able to take into account nonlinear behavior, and only in a very generic and approximate way, classical PSHA methods and software are not presently designed to provide site-specific hazard estimates in a fully satisfactory way.

Several approaches have been proposed over the last two decades to combine rock-hazard with site-specific estimates of site response, with different complexity levels and different sources of epistemic uncertainty. The aim of this work was to illustrate the application of various approaches on one example site, discuss the associated issues, and compare their results, in order to better appreciate the "benefits" versus the required costs and efforts when performing this type of analysis.

There are certainly numerous limitations in this single example of application, which prevent from drawing too general conclusions and recommendations. The example site is characterised by a large amplification over a broad frequency range, due to a combination of several factors (the large velocity contrast at depth, the low velocity at surface, and the graben structure leading to additional "basin effects"). As a consequence, the true site amplification is significantly larger than the generic, average amplification accounted for in GMPEs. The site-specific hazard estimates are larger than the generic level 0a estimates for low acceleration levels / short return periods. On the contrary, the site-specific hazard estimates are lower than the generic estimates at long return periods / large acceleration levels, due to the softness and thickness of the alluvial deposits, associated to a large impedance contrast, that exacerbates the impact of non-linear effects. We derive the following "lessons" for sites similar to the Euroseistest TST site, but we consider that some of these lessons might be valid for other types of soil sites.

From a purely scientific viewpoint, there is no doubt that a site-specific approach is always preferable, whatever it costs, as it is based on a refined knowledge of the site characteristics and the site response. However, site-specific hazard studies are most often targeted on critical industrial facilities. The owners of these facilities have to decide whether they take on the associated additional cost with respect to a "classical" generic (level 0a) study. The arguments most often put forward to rationalise such an additional cost are, on the scientific side, the avoidance of a double-counting of uncertainty and an improvement in the mean estimate of hazard at the site, and sometimes also on the economic side with the possibility of some hazard reduction due to the use of single-station standard deviation $(\sigma_{SS})$ instead of the ergodic one $(\sigma)$. The latter argument does not prove to be verified in the present Euroseistest example, although it is one of the best-known sites worldwide. The amount of additional epistemic uncertainties associated with the various site-specific approaches compensate the reduction of aleatory uncertainty, for all cases but level 2 approaches that take into account site non-linearities. In level 2 approaches, the joint consideration of single-site sigma and nonlinear site response, or the consideration of full sigma with the "WIST" site residual approach (Level 1a), lead to a reduced hazard with respect to the level 0 approach. Moreover, the drastic hazard reduction due to nonlinear effects should not be generalised to all possible real situations, since the present example corresponds to a rather highly active seismic area, with thick and soft-soils with high impedance contrast at large depth, implying large strains over a large depth and prominent damping.
effects. We believe that scientists should not promise a systematic reduction in hazard estimates with site-specific studies.

In parallel to fully site-specific studies, it is thus probably reasonable to develop some intermediate-complexity approaches. A promising approach is the development of “stand-alone” SAPEs, which could be added independently to any “rock” GMPE. The joint use of multiple site proxies and neural network tools (see for instance the recent overview by Bergamo et al., 2020) may allow to provide statistical, still generic, predictions of site response that are closer to the actual one, and may also include non-linear (Derras et al., 2020) or geometrical effects (Boudghene-Stambouli et al., 2018). Another recommended approach is to equip the site under study with sensitive, instrumentation: even in moderately active areas, a few years at most are enough to obtain enough recordings to apply the level 1a approach: the coupling between site-specific residuals (linear domain) and generic, non-linear terms embedded in the GMPEs does bring significant improvement with respect to the fully generic GMPE approach.

Of course, improvements are also needed concerning fully site-specific approaches. From a methodological viewpoint, considering the prominent effects of soil non-linearity and 2D/3D effects in the Euroseistest case, high priority should be given to the development of numerical simulation codes coupling 2D/3D effects and non-linear behavior, and to their careful benchmarking through verification and validation exercise similar to what has been recently achieved on 1D simulation tools (Stewart et al., 2008; Régnier et al., 2016b, 2018). As also mentioned earlier, site-specific hazard studies should also include the consideration of epistemic uncertainties in site response estimates. Some of these uncertainties, especially when considering 2D and 3D effects, are related to the sensitivity of site response to the back-azimuth and incidence angles of incoming waves, as shown in Maufroy et al. (2017) for the Euroseistest case. Methodological developments coupling this sensitivity with a disaggregation of rock hazard could be one way to limit the impact of such epistemic uncertainties on the increase of hazard estimates.

In summary, site-specific hazard estimates for sites with complex geometry and rheology, face difficulties related to large epistemic uncertainties and approach-to-approach variability. These large epistemic uncertainties can lead to an increase of hazard estimates, counterbalancing the decrease due to the use of reduced sigma in GMPEs. Such a result might suggest that uncertainties in generic hazard estimates are likely to be underestimated.
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